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Executive Summary
On Thursday March 20th 2008 between 9:15am and 11:11am, a portion of the University of Florida network was disrupted. The principal cause was a switch in Stadium 411 which malfunctioned, looping up the Stadium network and resulting in a flood of more than 400Mbps and 400,000 packets per second of “garbage” traffic. The degree of disruption depended on the location of the network from which services were provided.  Most connectivity issues were handled by 10:22am, with the remaining items resolved by 11:11am. Most of the service affecting issues were centered on the Stadium network and the Operations Analysis servers. The only campus wide central services affected were a small number of IP phones in the Stadium, Yon Hall, and Pugh Hall as well as SSRB area wireless.  Some networks in the SSRB area were affected by the resulting flood of traffic. All other services remained up and available (Gatorlink Web, Email, DNS, UFAD, my.ufl.edu, external connectivity, etc). The campus core network remained up and stable during this event. 

Approximate Timeline

9:15am. Flood of traffic disrupted WG switches in SSRB building.  

9:18am. CNS engineers notified of issues and begin troubleshooting.  At the time the full scope of the disruption was unknown due to local connectivity issues.

9:40am. Local CNS connectivity restored to BPOPs. Tools became available to determine full scope of issues.  Some tools unavailable due to high CPU utilization on SSRB core router (SNMP not functional)

10:04am. Loop suspected within the authenticated wireless network.  Auth network is disabled.  SSRB core router becomes more responsive.

10:20am. High PPS and traffic rates discovered from Stadium. The Stadium interface was shutdown. SSRB core router returns to normal CPU. Several attempts are made to re-establish management connectivity to Stadium network, but they result in a resumption of high traffic rates. CNS staff dispatch to Stadium. 

10:30-11:11am. Stadium network is walked to determine source of high traffic rates.  Source discovered in Stadium 411. Malfunctioning switch in 411 is power cycled and run though diagnostics.  No problem found.  

11:11am. Stadium network reconnected to core.

Impact
The following items had service impact due to this issue:

· CNS Workgroup (non machine room) switches.  Duration: 9:15 to 9:40 for 2nd floor.  Slightly longer for 1st floor.

· All Operations Analysis servers located in the Stadium, including Exchange, Domain Controllers, Blackberry services, and Barracuda Web Proxy.  Additionally local OA systems and VoIP phones were unavailable.  Duration: 9:15-11:11am.  Cause: Loop in local network.  

· O'Connell Center Network.  Duration 9:15-11:11am.  Cause: Fed from affected Stadium network.

· Rosemary Hill Observatory Network.  Duration 9:15-11:11am.  Cause: Fed from affected Stadium network.

· University President's Residence.  Duration 9:15-11:11am.  Cause: Fed from affected Stadium network.

· Yon Hall Swing Space (Telecom CSRs, Some Infirmary staff and systems, etc).  Duration: 9:15-10:22am.

· Astronomy Network.  Duration: 9:15-10:22am.  Cause: Flood of traffic from Rosemary Hill network (which passes through Stadium).

· Internal WAN networks.  Duration: 3-4 10 second outages due to high CPU on 3750 causing OSPF instability.

· Pugh Hall Building Network.  Duration: 3-4 10 second outages due to high CPU on 3750 causing OSPF instability

Other known affects:

· Networks which are connected to the SSRB core router at 100Mbps may have seen sluggish performance between 9:15am and 10:22am due to congestion on their connections to the core.

· Some users reported the inability to reach the web from different parts of campus.  This was likely due to the fact that they use a web proxy which is located in the Stadium.  

Flow and network management data indicates no network related affects beyond the items listed above were observed.

Core services including those listed below had no service impacts due to this issue:

· Campus core network.

· External connectivity such as Internet, Internet2, FLR, NLR, etc.

· SSRB machine room network.

· Gatorlink Services such as email, www, VPN, authentication, etc.

· UFAD.

· Mainframe.

· My.ufl.edu.

· DNS.

· VoIP switching (some edge phones were affected as noted above).

Remedial Actions
CNS periodically reviews and researches network designs and standards to improve overall network availability. The results of this analysis will inform those standards and priorities.

